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ABSTRACT: Polymeric membrane design is a multidimensional
process involving selection of membrane materials and optimiza-
tion of fabrication conditions from an infinite candidate space. It is
impossible to explore the entire space by trial-and-error
experimentation. Here, we present a membrane design strategy
utilizing machine learning-based Bayesian optimization to precisely
identify the optimal combinations of unexplored monomers and
their fabrication conditions from an infinite space. We developed
ML models to accurately predict water permeability and salt
rejection from membrane monomer types (represented by the
Morgan fingerprint) and fabrication conditions. We applied
Bayesian optimization on the built ML model to inversely identify
sets of monomer/fabrication condition combinations with the
potential to break the upper bound for water/salt selectivity and permeability. We fabricated eight membranes under the identified
combinations and found that they exceeded the present upper bound. Our findings demonstrate that ML-based Bayesian
optimization represents a paradigm shift for next-generation separation membrane design.
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1. INTRODUCTION

Polyamide (PA)-based polymeric membranes (e.g., nano-
filtration (NF) and reverse osmosis (RO)) are widely used in
separation processes including water desalination and
purification,1,2 wastewater reclamation,3,4 resource recovery,5,6

and industrial chemical separation.7,8 PA-based membrane
separation performance is typically evaluated by water
permeability and water/salt selectivity. However, a critical
trade-off exists between water permeability and water/salt
selectivity. Namely, increased water permeability produces
reduced salt rejection.9 This trade-off can be defined by the
present upper bound correlation,10 which empirically illustrates
the state of the art in separation performance (Figure 1a).
Water permeability and water/salt selectivity are determined

by the properties of the PA layer. PA layer formation is tedious
and requires a high degree of experimental control (e.g.,
monomer selection, monomer concentration, polymerization
time, heat curing time, incorporation of nanomaterials,
addition of additives, and selection of substrate types) (Figure
1b). To disrupt the long-standing trade-off in current PA-based
membranes, emphasis is often placed on the incorporation of
nanomaterials into the membrane.11,12 However, most of these
efforts have been unsuccessful in breaking the upper bound
limitation (Figure 1a) due to the nonoptimal selection of
monomer/fabrication combinations. This selection challenge is

inherited from the theoretically limitless availability of
combinations, which forms a highly dimensional, infinite
space, making comprehensive experimental evaluation nearly
impossible. Therefore, precise identification of optimal
combinations from this infinite space is essential to achieve
superior membrane performance. However, achieving an
efficient and cost-effective strategy for optimal performance
remains an open challenge.
Machine learning algorithms can manage complex, multi-

dimensional datasets with the powerful fitting ability and have
garnered increasing attention in the membrane community.
Several ML models have been developed and successfully
deployed to predict water permeability, salt rejection, and
organic solvent separation from fabrication conditions.13−19

However, previous models were limited to established
membrane materials as reported in the literature and were
unable to directly predict membrane performance from
candidate materials without experimental data. A functional
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description of materials is critical for the development of ML
models with application to unexplored candidates. Molecular
fingerprint has demonstrated its value in mapping candidate
polymers for the synthesis of gas separation membranes.20

However, its application to liquid-phase polymeric membrane
ML models remains nascent. Further, ML models developed
up to date are unable to identify optimal combinations from an
infinite space, and their sole function is the prediction of
membrane performance from fabrication conditions. Alter-
natively, Bayesian optimization algorithms minimize the target
loss of any objective functions whether discrete or continu-
ous.21,22 Bayesian optimization has been widely applied in
hyperparameter tuning for ML algorithms;23,24 however, its
ability to search an infinite space for high-quality candidates
through its optimization procedure has the potential for novel
applications. Recently, Bayesian optimization was successfully
applied in chemical reaction and synthesis optimization to
augment efficiency and chemical yields.25−27 However,
Bayesian optimization has not yet been applied to membrane
fabrication optimization.
Herein, we proposed an inverse membrane design strategy

that applies Bayesian optimization on a constructed ML model,
which can support: (1) the discovery of unexplored monomers
and (2) the precise identification of optimal monomer/
fabrication condition combinations across an infinite space by
understanding relationships between monomer structures,
fabrication conditions, and membrane performance. We first
developed ML models from literature-based datasets. We then
interpreted our model using the Shapley Additive exPlanation
(SHAP) method to select monomer atomic groups with
positive contributions toward membrane performance. Further,
we used SHAP-identified beneficial atomic groups to screen
new monomers. Next, we applied Bayesian optimization on the
well-developed ML model to inversely identify optimal
combinations of monomers and fabrication conditions with

the potential to deliver membranes that could break the upper
bound of water/salt selectivity and permeability. Finally, we
experimentally validated the performance of fabricated
membranes subject to the identified combinations.

2. METHODS

2.1. Dataset Construction. To construct the datasets, we
mined all of the data for any fabrication conditions that may
affect PA-based flat-sheet NF membrane performance from
218 reports published in the last 20 years. The full datasets
were provided in the Supporting Data. Fabrication conditions
included not only numeric features such as monomer
concentration, polymerization time, and heat curing time but
also categorical features such as additive type, organic solvent,
and substrate membrane as listed in Table S1. However, not all
listed features (i.e., fabrication conditions) were reported in
each publication, and we left unreported features as missing
values. In this way, we can collect as many data points as
possible to develop a highly accurate, predictive ML model.
Finally, we constructed two datasets containing: (1) water
permeability (A) and (2) salt rejection (R). The total number
of data points for these two datasets varied due to the data
availability reported in the literature, with 567 data points for
the A dataset and 1524 data points for the R dataset. These
two datasets have the same fabrication conditionsthe sole
difference was in the R dataset, wherein five key properties of
salt ions were added: (1) valence, (2) ionic radius, (3) Stokes
radius, (4) hydrated radius, and (5) hydration free energy,
which were used to differentiate salts (NaCl, Na2SO4, MgSO4,
MgCl2, and CaCl2) as listed in Table S2. This treatment
enabled a broader collection of data and widened application
of the R dataset for a variety of other salt predictions. These
two datasets are summarized in Table S3, including the
number of data points and the statistical feature information.

Figure 1. Polyamide (PA)-based thin-film composite (TFC) NF membrane. (a) Upper-bound correlation of selectivity versus permeability for
water/NaCl separation. (b) An example of the formation of PA layer with piperazine (PIP) serving as the amine monomer in the aqueous phase,
and trimesoyl chloride (TMC) as acyl chloride in the organic phase on a porous substrate. Thin-film nanocomposite (TFN) nanofiltration (NF) is
one type of TFC NF fabricated by interfacial polymerization (IP) with the incorporation of nanomaterials into the aqueous or organic phase.
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2.2. Machine Learning Model Development. One of
the key factors determining the successful development of
accurate and reliable ML models using our constructed two
datasets is how to handle missing values in the input features.
Missing values referred to the unreported features (i.e.,
fabrication conditions) in the literature. While missing values
were commonly imputed by the mean or median values in
previous works,19,28 we chose to keep them in their raw format
(i.e., true missing values) because all of these features have
specific physicochemical meanings and affect the membrane
performance. The presence of missing values limits the
application of certain ML algorithms such as deep neural
network (DNN), making it necessary to employ other ML
algorithms, which can process their raw format of missing
values. For this work, we utilized two tree-based ML
algorithms as candidates: (1) XGBoost (XGBoost Python
package) and (2) CatBoost (CatBoost Python package), which
are both capable of handling missing values.29,30 CatBoost
treats missing values for a feature as the minimum or maximum
values of that feature, while XGBoost allocates the missing
values to the side that reduces the loss in each split. Besides,
input features also consist of categorical features (e.g., organic
solvent type), which are necessary to be encoded as numeric
values prior to developing ML. Eight encoding methods were
selected as screening candidates rather than relying on
arbitrary selection (as described in Table S4).
One challenge for developing ML models lies in the

functional description of membrane materials (e.g., aqueous
phase amine monomers in this work). Common descriptions
include molecular fingerprint,20 molecular descriptor,31,32

molecular image,33 and molecular graph34 (as briefly described
in Text S1 and Figure S1). Molecular images and graphs were
not used due to the presence of missing values incompatible
with candidate ML algorithms such as the convolutional neural
network for molecular images and graph neural networks for
molecular graphs. Here, we chose the Morgan fingerprint to
represent monomers. Compared with other molecular finger-
prints (e.g., atom-pair fingerprint), the Morgan fingerprint is
more flexible and capable of accurately representing chemical
species due to the tunability of atomic group size.35

The Morgan fingerprint decomposes the chemical structure
into several atomic groups to produce a binary vector
containing 0’s and 1’s. The position of the 1’s in the vector
defines specific atomic groups, which exist in the chemicals. An
example of how the Morgan fingerprint is used to describe the
chemical structure can be found in Text S2 and Figure S2.
Atomic group size (i.e., the radius of the Morgan fingerprint)
and number of bits in the vector (i.e., the length of the Morgan
fingerprint) are freely tunable, guaranteeing flexibility. With
increasing radius, more atomic groups (i.e., those containing
1’s in vectors) are included, which increases the possibility of
different atomic groups overlapping in the vector. Since the
real number of candidate monomers is much larger than our
dataset space, we set the minimum radius of the Morgan
fingerprint to 0 to avoid overlapping cases (as demonstrated in
Text S3 and Figure S3). Meanwhile, the length of the Morgan
fingerprint was tuned along with hyperparameters of the ML
algorithms. In cases where polymers (such as poly(vinyl
amine) and poly(amidoamine))36,37 were used for membrane
fabrication, we applied the Morgan fingerprint of the repeating
unit for this polymer and the polymer’s molecular weight
(MW) to represent this polymer. When processing polymers
using the Morgan fingerprint method, the number of each

atom type in a repeating unit and the chemical connectivity
between different units of each polymer were read and then
decomposed into a binary fingerprint (i.e., vector) as
mentioned above. In cases with two monomers (e.g., monomer
A1 and A2 as listed in Table S1), we combined their Morgan
fingerprints.

2.3. Model Interpretation. After model development, we
apply the SHAP method to calculate the Shapley value for each
feature. The SHAP method works by checking the differences
in prediction before and after the feature is removed. Feature-
to-feature interaction information is also considered by
including all possible ways the feature can be removed. The
Shapley value for feature x (out of n total features) given the
prediction p by the built ML model was calculated as follows38

∑⌀ = | |! − | | − !
!

∪ −
⊆

p
S n S

n
p S x p S( )

( 1)
( ( ) ( ))x

S N X/
(1)

where S is the subsets of all features with feature x; p(S ∪ x)
denotes the prediction by the built ML model considering
feature x, and p(S) is the prediction without considering
feature x. The differences among all possible subsets of S ⊆ n
are calculated due to the dependency of the effect of
withholding a feature on other features in the ML model.
The SHAP method was chosen for ML model interpretations
and represents a thorough theoretical demonstration of
consistent and unbiased interpretation methods for any ML
algorithm.39,40 A feature’s Shapley value quantifies its
contribution, whether negative or positive. A feature with a
higher absolute Shapley value implies a greater contribution to
membrane performance.

2.4. Virtual Reference Morgan Fingerprint Construc-
tion and Monomer Screening. The SHAP interpretation
provided important information regarding atomic groups and
their effects on membrane performance. For example, an amine
group had a positive Shapley value for water permeability,
suggesting that its presence improves water permeability.
Based on this information, monomers containing the carbonyl
group are preferred when a high permeability is desired. With
this knowledge, we constructed a reference Morgan fingerprint
to record all atomic groups with positive Shapley values (i.e.,
positive contributions). This reference Morgan fingerprint was
used to screen potential monomers. The screening process is
to compare similarities between the Morgan fingerprint of each
candidate monomer and our constructed reference Morgan
fingerprint. Morgan fingerprints of candidate monomers closer
to the reference are more likely to contain positive Shapley
values, so we encourage their selection. A Morgan fingerprint
similarity between candidate monomer and the reference is
determined by the Tanimoto coefficient (SA,B), which is
computed as the number of bits in common divided by the
number of total bits as follows41

= + −S c a b c/( )A,B (2)

where α is the number of bits in molecule A, b is the number of
bits in molecule B, and c denotes the number of bits that are in
both molecules. The Tanimoto coefficient is an intuitive
measure of the number of common substructures shared by
two molecules. A Tanimoto coefficient of 1 means a
completely identical molecule, whereas a value of 0 suggests
no similarity between two Morgan fingerprints.
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2.5. Membrane Fabrication and Performance Eval-
uation. Two new amine materials (not included in training
datasets) (i.e., polyethylenimine and 1,2-diaminopropane) and
one commonly used monomer (i.e., PIP) were used to
fabricate PA-based NF membranes by IP to verify ML model
predictions on water permeability and salt rejection toward
NaCl, Na2SO4, MgSO4, MgCl2, CaCl2, LiCl, and NaNO3 (as
summarized in Table S5). Commercial polyethersulfone
microfiltration membranes (PES, MF, 0.2 μm) were chosen
as the porous substrates and were immersed in deionized water
before use. In brief, a PES substrate was first secured on a glass
plate with a funnel and then impregnated with an aqueous
monomer solution at a certain concentration for several
minutes. The solution was drained, and excess solution was
removed from the substrate surface using a rubber roller.
Subsequently, TMC dissolved in anhydrous n-hexane was
poured onto the impregnated PES membrane surface for 30 s
or 60 s, resulting in the formation of a PA active layer on the
substrate. The resultant PA-based NF membrane was rinsed
with n-hexane to remove unreacted TMC, then cured at an
elevated temperature (60 °C) in an oven to enhance the cross-
linking degree of the PA layer. The heat-cured PA-based NF
membranes were then stored in water at 4 °C before testing.
Using the same procedure, eight PA-based NF membranes
were fabricated according to the optimized fabrication
combinations identified by Bayesian optimization (as listed
in Tables S6 and S7).
Water permeability and salt rejection toward different salts

for the as-prepared membranes were measured using a
crossflow testing cell with an effective testing area of 4.1 cm2

under a crossflow velocity of 0.5 m s−1. The salt concentration
was determined by a conductivity meter (Thermo Scientific).
Water permeability (A), salt rejection (R), and water/salt
selectivity (A/B) were calculated from the following equations

=
Δ

A
J

P
w

(3)

=
−

R
C C

C
f p

f (4)

=
− × Δ − Δπ

A
B

R
R P(1 ) ( ) (5)

where Jw is the water flux, ΔP is the applied hydraulic pressure,
Cf and Cp are the solute concentrations of the feed and
permeate solutions, respectively, B denotes the salt perme-
ability coefficient, and Δπ is the osmotic pressure difference of
a specific salt. In this work, the equations for the calculation of
A and A/B were simplified by assuming that the concentration
polarization coefficient ( fcp) is equivalent to 1.10

3. RESULTS AND DISCUSSION
3.1. Model Performance. For the development of the ML

model, we randomly divided each dataset into a training set
(80% of the data points) and a test set (20% of the data
points). Numeric features were converted into the same range
or distribution through feature scaling. Candidate scaling
methods are available in Table S4. This conversion may not be
necessary for the tree-based ML algorithms used here
(XGBoost and CatBoost), but it may modify predictions of
the test set. To screen optimal configuration of ML algorithms,
encoding methods and feature scaling methods, we applied five

cross-validations on the training datasets to evaluate each
configuration. Table S8 lists the average predictive perform-
ance of the top five configurations on the A and R datasets. To
prevent data leakage, the scaling and encoding methods were
only trained on the subtraining dataset rather than the entire
training dataset and were then applied on the subvalidation
dataset during the cross-validation. The configuration with the
best predictive performance was chosen as the final optimal
configuration. Under optimal configuration, predictive per-
formance on the training dataset was far superior to that of the
validation dataset for both A and R datasets (i.e., overfitting
problem). Overfitting was alleviated by tuning hyperpara-
meters of the corresponding ML algorithms through Bayesian
optimization. We first defined a space containing any possible
hyperparameter values. Then, we set the average root-mean-
square error (RMSE) on the validation datasets as the target
loss. The Bayesian optimization algorithms gradually chose a
set of optimal hyperparameters, which minimized the loss. The
ML algorithms were then retrained on the entire training
dataset using optimum hyperparameters to obtain the final
models.
The generalization ability of these ML models was evaluated

by unseen test datasets, which were not used in model
development. As described in Table 1, our trained ML models

achieved predictions on the test datasets with a coefficient of
determination (R2) value of 0.78 for water permeability. The
R2 value was improved to 0.84 for salt rejection as the larger
size of the R dataset than the A dataset.
To further evaluate the predictive accuracy of the built

models using the test datasets, we also performed experimental
validation by testing 10 fabricated NF membranes (named
from 1 to 10). In addition to the commonly used monomer,
PIP, other two new amine materials, polyethylenimine (PEI,
MW1300) and 1,2-diaminopropane (MW 74.125), which were
not present in the training datasets, were also used to fabricate
PA-based NF membranes. We extended the salt rejection tests
in terms of more diverse salt types (i.e., MgSO4, MgCl2, CaCl2,
NaNO3, and LiCl). Membrane materials used for the
fabrication and detailed fabrication conditions are summarized
in Table S5. We found that experimental results for both
permeability and salt rejection showed relatively good
agreement with the predicted values, supporting the reliability
of our built models (Figure 2). Our results suggested that the
application of the molecular fingerprint method allowed us to
explore new monomers not previously studied in the literature.
On the other hand, the good agreement on the wide range of
salt types tested here proved that it is reasonable to describe
salts using the key characteristics of salt ions.

3.2. Interpretation of the ML Model. Following
validation of the ML model for these two datasets, we then
interpreted the model to understand the mechanism of
prediction from the monomer structures and fabrication

Table 1. Evaluation of Model Performance

objective
training
size

training
R2

training
RMSEa

test
size

test
R2

test
RMSE

water
permeability

567 0.96 1.17 141 0.78 3.01

salt rejection 1524 0.98 4.17 381 0.84 11.74
aRMSE has the same unit as its corresponding target, that is, water
permeability (LMH bar−1) and salt rejection (%) in this work.

Environmental Science & Technology pubs.acs.org/est Article

https://doi.org/10.1021/acs.est.1c04373
Environ. Sci. Technol. XXXX, XXX, XXX−XXX

D

https://pubs.acs.org/doi/suppl/10.1021/acs.est.1c04373/suppl_file/es1c04373_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.est.1c04373/suppl_file/es1c04373_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.est.1c04373/suppl_file/es1c04373_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.est.1c04373/suppl_file/es1c04373_si_001.pdf
https://pubs.acs.org/doi/suppl/10.1021/acs.est.1c04373/suppl_file/es1c04373_si_001.pdf
pubs.acs.org/est?ref=pdf
https://doi.org/10.1021/acs.est.1c04373?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


conditions. This understanding is essential in the evaluation of
ML model predictions while ensuring consistency with
fundamental domain knowledge and experimental experience.
It also offers insights into desirable atomic groups for improved
salt rejection and water permeability.
Figure 3 summarizes Shapley values in terms of water

permeability and salt rejection. The most critical contributors
for both predicted water permeability and salt rejection were
the aqueous-phase monomer concentration (C (A)), aqueous-
phase additive concentration (C (additive X1)), heat curing
temperature (T (heat curing)), organic phase monomer
concentration (C (B)), heat curing time (t (heat curing)),
and polymerization time (t (polymerization)). These results
agree well with the widely recognized knowledge of PA-based
NF membranes fabricated by IP. The performance of PA-based
NF membranes depends significantly on membrane properties
(e.g., effective membrane thickness, membrane surface charge
density, and membrane pore size) as explained by the Donnan-
steric pore model with dielectric exclusion (DSPM-DE).42

Typically, these properties are tuned by altering fabrication
conditions consistent with those identified by Shapley values.
From the perspective of positive or negative contributions, a
high aqueous-phase monomer concentration forms a thicker

PA layer with a greater extent of cross-linking, resulting in
reduced water permeability and increased salt rejection. In
terms of salt rejection, anion/cation valence plays a crucial
role, which is reasonable when considering the mechanisms of
ion transport. The transport of charged solutes through NF
membranes is largely governed by electrostatic effects as most
PA-NF membranes carry a surface charge.43 A fixed-charge
membrane surface repels co-ions while attracting counterions.
The association of Shapley values with underlying NF
separation mechanisms enhances the reliability of our built
models.

3.3. Virtual Reference Morgan Fingerprint and
Monomer Selection. Based on the Shapley value of each
Morgan fingerprint (as shown in Figure S4), all of the atomic
groups with positive contributions to the desirable water
permeability and salt rejection are demonstrated in Figure 4.
We constructed two reference Morgan fingerprints by
integrating all of them to screen unexplored monomers with
the potential to achieve target membrane performance. We
obtained 310 candidates of new amine monomers from the
National Institute for Materials Science (NIMS) materials
database44 to screen; these monomers have been synthesized
to date, but they have not been experimentally tested in the

Figure 2. Correlation of experimental results with predicted values. (a) Water permeability dataset and (b) salt rejection dataset. Na2SO4, MgSO4,
MgCl2, CaCl2, LiCl, and NaNO3 were used for salt rejection tests. The fabricated membranes were named from 1 to 10. Materials used and the
corresponding fabrication conditions are summarized in Table S5.

Figure 3. SHAP plot used to interpret the models. (a) Contribution of fabrication conditions to water permeability in the training dataset. (b)
Contribution of fabrication conditions to salt rejection in the training dataset. The X-axis has the Shapley values, where positive values indicate that
the water permeability and the salt rejection can be increased by the specific features listed in both (a) and (b), while negative values indicate a
resultant reduction in water permeability and salt rejection. The size of each feature’s value is colored from blue to red, corresponding to the
smallest and largest values. The pattern for each feature is composed of small dots, and each dot represents one sample containing this feature.
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context of membrane separation. The similarity between the
Morgan fingerprint of each new monomer with the two
constructed references was then calculated based on eq 2.
Accordingly, we identified 20 new monomer candidates with
Morgan fingerprint similarities to both reference Morgan
fingerprints to execute Bayesian optimization. The 20
monomers were classified into two groups. Group 1 consists
of 10 monomers with high Morgan fingerprint similarity.
Group 2 is composed of 10 commercially available monomers
(Figure S5) with lower Morgan fingerprint similarity than that
of monomer in Group 1. These monomers contain chemical
structures with more positive Shapley value attributes, so it is
intuitive that they will exhibit strong performance.
As shown in Figure 4a, we found that the atomic groups,

feature_106, feature_149, feature_2008, and feature_583,
were linked to membrane water permeability. This implies
that the presence of hydrophilic functional groups such as
carboxyl groups (referring to feature_106), sulfonate groups
(referring to feature_149), and hydroxyl groups (referring to
feature_2008) largely contributed to water permeability. And
the amine groups (referring to feature_583) offered the
possibility to get involved in an interfacial polymerization
process. Thus, it was observed that a monomer (i.e., 2,5-
diaminopentanoic acid shown in Figure S5) containing a
carboxyl group and an amine group was chosen due to its
relatively high similarity to the reference Morgan fingerprint.
Similarly, as illustrated in Figure 4b, amine groups (referring to
feature_358 and feature_1041) were found to be beneficial for
salt rejection. Monomers consisting of several branched amine

groups such as tris(2-aminoethyl)amine and poly-
(ethylenimine) were selected and held the potential to form
a highly cross-linked PA network, which is desirable for
enhanced salt rejection.

3.4. Bayesian Optimization for the Identification of
Optimal Combinations and Experimental Validation.
Bayesian optimization offers the opportunity to identify a set of
optimal combinations of monomers and fabrication conditions
that enable the fabrication of membranes with upper bound-
breaking performance. To execute Bayesian optimization, we
began by defining the combination space and initializing
reasonable ranges for different fabrication conditions. It is
worth noting that our custom objective function (eq 6) is
calculated from our ML model and is not necessarily
continuous over the feasible range of fabrication conditions.
This is the reason for adopting Bayesian optimization, which
can process discrete objective functions, rather than other
large-scale continuous optimization techniques, tackling
problems of higher dimensionality but requiring continuity of
the objective function.45

= | − | + | − |A B y A xloss / i i (6)

where A is the water permeability and A/B is the water/salt
selectivity. By optimizing eq 6, we can obtain multiple
combinations of monomers and fabrication conditions that
can deliver membranes with A and A/B close to (xi, yi), an
arbitrarily selected point with a water permeability larger than
10 above the upper bound. By changing this point to any other
upper bound-breaking point, the optimizer can provide a series
of fabrication conditions delivering membranes with corre-
sponding performance.
All 20 selected monomers lie significantly above the upper

bound of water/Na2SO4 selectivity (Figure 5a,b), although
they remain just above the upper bound of water/NaCl
selectivity (Figure 5c,d). As listed in Tables S6 and S7, most of
the fabrication conditions provided by Bayesian optimization
used a mixture of two amine monomers. It has been reported
that the cross-linking reaction between amine and acryl
chloride might be retarded because of the competing effect
between two amine monomers, which could be controlled by
the concentration and ratio of the two amine monomers.46

Under optimal conditions, the relatively less dense PA active
layer induced by the retarded cross-linking might offer
increased water permeability while maintaining high salt
rejection.46−48 Moreover, for membranes in terms of Na2SO4
rejection, sodium dodecyl sulfate (SDS) was used as an
additive (as listed in Table S6). The addition of SDS in
aqueous phase has been proved to form uniform pore size
distribution with high salt rejection, especially toward multi-
valent ions.49 These beneficial conditions synergistically
contributed to the upper-bound-breaking performance shown
in Figure 5. However, it is still noteworthy that the target
membrane in this work is a polyamide-based NF membrane
fabricated through interfacial polymerization. As is well known,
the IP process involving the reaction between aromatic amine
monomer (such as MPD) and acryl chloride (such as TMC)
forms a highly cross-linked polyamide active layer giving NaCl
rejection of higher than 90%.50 The aqueous phase monomers
used in this work were semiaromatic or aliphatic amine
monomers less reactive than the aromatic amine monomers
resulted in the formation of a less dense PA layer.51 Although
the combinations of amine monomer and fabrication
conditions could be significantly optimized using Bayesian

Figure 4. Atomic groups serving as positive contributors. (a) Water
permeability and (b) salt rejection. The unlabeled blue dots represent
the carbon atoms. Feature number denotes the feature position in the
Morgan fingerprint vector. Atoms are colored by blue dots. The gray
lines represent the bonds that are not included in the features.
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optimization, the obtained membranes were still in the NF
membrane region with NaCl rejection <90%. In this work,
when executing Bayesian optimization, the water permeability
was targeted at 10 LMH bar−1 or higher, which is higher than
that could be achieved by membranes in the RO region.10

Under such conditions, the overall permeability-NaCl
selectivity of the membranes provided by the Bayesian
optimization was limited to reside just above the upper bound.
To validate the identified combinations, we fabricated eight

PA-based NF membranes with new monomers from group 2
according to the top −10 identified combinations. The
monomers used and their detailed fabrication conditions are
summarized in Tables S6 and S7. We tested the water
permeability of these membranes and their salt rejection in
terms of NaCl and Na2SO4 to verify the optimization results.
Experimental results were transformed to the corresponding
water/salt selectivity and plotted with their predicted values
(as shown in Figure 5). For both NaCl and Na2SO4, we
observed discrepancies between experimental data and
predicted values. Bayesian optimization was performed based
on the built ML models, which were developed using
literature-based data for polyamide NF membranes fabricated
interfacial polymerization. For training ML models, a wide
range of input features (i.e., fabrication conditions) such as
monomer concentration, polymerization time, organic type,
additives, nanomaterials, etc. were included. However, the
candidate fabrication conditions used for Bayesian optimiza-
tion were restricted to a smaller space than those in the
training dataset. We mainly focused our attention on the most
influential conditions to both water permeability and salt
rejection as highlighted by the Shapley values (as shown in
Figure 3), referring to the concentration of aqueous phase

monomer (C(A)), the concentration of additive concentration
(C(additive X1)), the concentration of organic phase
monomer (C(B)), polymerization time (t), heat curing time,
and temperature. Therefore, the model may show a weaker
predictive performance in this smaller space. In addition, when
developing ML models, concentration polarization was not
included as an input feature. However, the influence of
concentration polarization on salt rejection might be another
reason for the discrepancy.
As revealed by the Shapley values in Figure 3, the

incorporated nanomaterials also made positive contributions
to improve water permeability. Thus, the candidate input
features used in the Bayesian optimization were extended to
include the nanomaterial type in aqueous phase, the loading of
nanomaterial used, and nanomaterial morphology in addition
to the most influential fabrication conditions mentioned above.
Cellulose nanocrystal (CNC) was selected as the nanomaterial
used to fabricate NF membranes. Based on the monomers and
fabrication conditions provided by Bayesian optimization (as
listed in Table S6), two TFN membranes were fabricated. As
shown in Figure 5b, overall, the TFN membranes referring to
membranes 5 and 6 did not show excellent performance
compared to the TFC membranes referring to membranes 1−
4. According to the Shapley values, although the addition of
nanomaterials played roles in enhancing water permeability,
the contributions of nanomaterials to salt rejection were not as
important as other fabrication conditions (e.g., monomer
concentrations, polymerization time, etc.), which might lead to
the fair permeability-selectivity performance of TFN mem-
branes. On the other hand, differing from the monomers which
could be new ones selected from a large material database, the
selection of nanomaterials for the Bayesian optimization was

Figure 5. Identification of optimal combinations from Bayesian optimization. (a) Predicted results with Group 1 and Group 2 monomers for
water/Na2SO4 selectivity versus water permeability. (b) Predicted values from identified combinations and the corresponding experimental
performance. (c) Predicted results with Group 1 and Group 2 monomers for water/Na2SO4 selectivity versus water permeability. (d) Predicted
values from identified combinations and corresponding experimental performance. The axes are logarithmic base10. Predicted values are marked
with squares and experimental results are denoted with triangles. The sets of fabrication conditions were differentiated by color. Predicted values
and their corresponding experimental results were illustrated in the same color. For Na2SO4 rejection, tests are numbered from 1 to 6, and for NaCl
rejection, tests are numbered between 1 and 2. Likewise, each prediction # corresponds to the same test number # when comparing membrane
performance; p stands for prediction, and t stands for test.
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limited to those collected in the constructed datasets (as found
in the Supporting Data). The addition of nanomaterials
selected from the datasets such as the CNC used here did not
always guarantee better performance than membranes without
nanomaterials, which aligned with the statistical trend shown
in Figure 1a.
3.5. Implications of ML-Based Bayesian Optimization

Strategy. The ML model-based Bayesian optimization
demonstrated here is an effective and efficient strategy to
inversely supervise membrane design, which is free of the
current trial-and-error approach. We can construct a reference
Morgan fingerprint based on the chosen atomic groups derived
from ML model interpretation, allowing rapid screening of
unexplored materials. Hereafter, Bayesian optimization on the
well-developed ML model is a useful and innovative tool to
explore numerous space possibilities for more efficient
membrane design. By identifying the optimal combinations
of membrane materials and fabrication conditions, Bayesian
optimization allows us to fabricate PA-based NF membranes
with upper-bound-breaking performance. These NF mem-
branes can be utilized for efficient water purification and water
softening especially for multivalent ions removal. These
membranes are supposed to have the potential to achieve
high emerging contaminants removal since the size of some
contaminants (such as antibiotic, sulfamethoxazole) is larger
than SO4

2−. Research interest is increasing in emerging
applications of polymeric separation membranes (e.g.,
solute−solute selectivity from multicomponent systems,
emerging contaminants removal, recovering nutrients and
valuable metals from wastewater waters). Membranes
fabricated based on the current optimized combinations
might not be able to achieve satisfactory solute−solute
selectivity since we only focused on single-salt systems in
this work due to data sparsity in mixed-salt or multicomponent
(e.g., the presence of salts and emerging contaminants)
systems. Additionally, in this work, we mainly paid attention
to the flat-sheet membranes. Therefore, the models developed
here could not be applied to hollow fiber membranes directly.
However, since the prediction performance of the ML models
strongly depends on the availability, accuracy, and size of a
dataset, with more studies related to these applications being
published, the strategy demonstrated in this contribution can
be easily extended to develop appropriate models and guide in
designing different types of membranes for those emerging
applications.
Our ML algorithm and the subsequent Bayesian optimiza-

tion mainly focus on testing and optimization of commercially
available monomers. Most monomers are derived from
petroleum-based raw materials, which, upon disposal, contrib-
ute to the omnipresent issue of inert plastic waste. Our
developed method will enable researchers to map the
chemistries and structures of unexplored membrane materials,
enabling the identification and selection of high-performance
environmentally friendly, sustainable membrane materials
derived from bio-based raw materials. More importantly, our
work provided a data-driven computational framework for the
development of membranes and would be useful across the
membrane field, which could potentially make a massive
difference in how fast membranes are tailored for one or
another application. By extension, this strategy could also serve
as a roadmap for the development of materials for environ-
mental remediation in other technologies (e.g., adsorbers,
catalysts, etc.).

Our built framework was designed to extract new, high-
performance membrane materials from a large set of
unexplored membrane materials and to facilitate the efficient
design of separation membranes. We did not emphasize the
underlying mechanisms of water and solute transport through
membranes relating to membrane properties (e.g., membrane
pore size, surface charge density, and hydrophilicity) as
reported data do not meet the availability threshold to support
ML algorithms. Molecular dynamics (MD) has seen growing
research interest in the exploration of solute transport within
membrane structures at the atomic level.49,52,53 Constructing
membrane configurations and MD-based simulations could
augment currently limited membrane property data availability.
Elucidation of the underlying molecular mechanisms for water
and solute transport through separation membranes by a
synergistic MD−ML approach remains an open challenge for
future research.
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